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Combining geometry and semantics

• SLAM solutions rooted in geometry are deeply 
impressive – and getting better – but:
– Say nothing about what is present
– Usually do not adequately to leverage prior knowledge

• What do we want from “ideal” SLAM?
– Real-time scene understanding
– Dense, accurate, large-scale
– Semantically rich, object-based, enforces inter-object 

constraints, understands and uses physical constraints 
(and even physics)

– etc
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Deep learning for SLAM
This talk:

1. Using deep networks for better dense 
SLAM 

1. Reconstructing objects as well as scenes 
for object-based SLAM
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Before deep learning…

Video

Flint, Mei and Reid, CVPR 2010, ICCV 2011

Dame, Prisacariu, Kahler, Segal and Reid, CVPR 2013
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1. Improving dense SLAM 
with deep learning
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Dense per pixel tasks

• Nekrasov et al, Lightweight RefineNet, BMVC 2018
• Nekrasov et al, Real-Time Joint Semantic Segmentation and Depth Estimation, arXiv 2018
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Dense SLAM with deep learning

• Usual formulation of dense SLAM
– Photometric (pixel intensity) cost

– Photometric cost no good in regions of uniform 
brightness

– Global prior term to regularise (e.g. smoothness)
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Dense SLAM with deep learning

1. Can learn scene structure from lots of examples 
– Use this as a prior instead of global smoothness

– New prior

Weerasekera et al, ICRA 2017
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Dense SLAM with deep learning

2. Individual pixel brightnesses are not informative
– Use deep feature representation per pixel

Weerasekera et al, ACCV 2018
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Example
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Comparison with smoothness
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Adding semantic segmentation
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2. Towards Semantic Object 
SLAM
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Towards Semantic Object SLAM
• Building meaningful map representation while localising

the camera
– Points

• sparse, easier to detect, and robust for tracking
– Planes

• capture the large-scale structure of a general scene 
(indoors)

• appropriate representation for feature-deprived regions
• more difficult to match than points

– Objects
• general unseen objects
• the most difficult to represent and track
• start with generic (quadrics) then move to single-view 

learned 3D
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Landmarks and Constraints 

Object
Point

Plane

Camera

3D Points: 
● ORB features

3D Planes: 
● Minimal rep (normalised 

homogenous plane)
● Matched by the 3d  geometry of 

the planes

Objects: 
● Represented by a quadric (9D)
● Decomposed to 

● Tracked based on:
○ Inlier matched points

Supporting/Tangency Affordance: 
● Imposed based on:

○ geometric tangency in the 
map

○ vicinity of the semantic 
objects in the frame

Manhattan Assumption:
● Orthogonal planes
● Parallel planes

conic observation

reprojection error

Point-Plane Constraint
3d plane 
observation
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Results

ORB-Features
Detected Objects Segmented Planes Reconstructed Map

(Side)
Reconstructed Map

(Top)

fr3/str
notex

far

nyu 
office_1

nyu 
office 1b
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Results
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Quantitative Results
• Ablation study against point-based ORB-SLAM2
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Single view object reconstruction

21

Use deep network to predict 3D shape of an object from a single view

We address two issues:

1. How to efficiently reconstruction object 3D shapes with dense point 
cloud in a deep learning framework.

2. Alleviate noisy point-clouds fused from multiple depth maps using 
multi-view consistency based on 2D distance fields.

Li, Pham, Zhan, Reid, ECCV 2018
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(R1,t1)-1

(RN,tN)-1
…

(z,	m ∈	{0,	1})

CNN Fusion

Depth 
Prediction

Foreground Mask 
Prediction

Single view object reconstruction
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Regular Image Grid 
before Deformation

Deformation Animation Deformed Image Grid

Advantages over depth-mask pairs:
● Efficient memory
● Better surface coverage
● Bypass the need of foreground/background thresholding

Multi-view Deform-depth Pairs
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Multi-view Deform-depth Pairs

24
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Results
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RGB Frame

ORB-SLAM2 Point Feature 
Extraction and Matching

Surface 
Normal 

Joint CNN 
Network1

Plane 
Detection

Local Map Tracking 
Camera Pose Optimisation

Add KeyFrame

Local Bundle 
Adjustment

Create Local Map with 
Points, Planes, Quadrics, 

Object Point-Clouds

Bag of Words 
Loop Detection

Update Local Map of
Points, Planes, 

Quadrics

Global Bundle 
Adjustment

Estimated 
Map

YOLOv3 
Object 

Detector

Object 
Tracking

Generate 
Hypotheses for 

Constraints
Point-Cloud 

Reconstructor
CNN2

Registration

Depth

Semantic 
Segmentation

Plane 
Matching

Pipeline of the system

1V. Nekrasov, T. Dharmasiri, A. Spek, T. Drummond, C. Shen, and I. Reid, “Real-time joint semantic segmentation and depth estimation using 
asymmetric annotations,” arXiv, 2018.
2K. Li, T. Pham, H. Zhan, and I. Reid, “Efficient Dense Point Cloud Object Reconstruction using Deformation Vector Fields”, ECCV 2018.
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Object-based SLAM
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Shape Prior

Silhouette 
Constraint

Shapei

Posei

Pose0

LC0
LCi Dec

Initialized by deep 
neural net

Optimization

Optimizable Object Reconstruction from a Single View
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Qualitative Results on Shape and Pose

Input Image Aligned View of 
Reconstruction

2 Views of 
Reconstruction

2 Views of 
Ground-truth
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Conclusions (lessons so far)

• Deep networks can capture semantics and even geometry

– They should not be a replacement for geometry, but a 

complement to it

– Very good at extracting info and relations that we find hard to 

model explicitly / analytically

– Provide a better/stronger prior than smoothness for scene 

regularisation

– Provide better features for matching

– Enable richer semantics – even in real-time – which can help 

with reconstruction

• Working towards bringing all of the above together into 

a single system

– Not there yet, but watch this space…
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Thank you.  Questions?…


